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Abstract� Two theorems on nonlinear m�term approximation in Lp � � � p ���

are proved in this paper� The �rst one �Theorem ���� says that if a basis � 	
 f�IgI
is Lp�equivalent to the Haar basis then near best m�term approximation to any
f � Lp can be realized by the following simple greedy type algorithm� Take the

expansion f 

P

I cI�I and form a sum of m terms with the biggest kcI�Ikp out of
this expansion�

The second one �Theorem ���� states that nonlinear m�term approximations with
regard to two dictionaries	 the Haar basis and the set of all characteristic functions

of intervals are equivalent in a very strong sense�

�� Introduction

This paper deals with nonlinear approximation in Banach spaces� Let B be a
separable Banach space and D be a system of elements in B such that spanD � B�
Consider the best m�term approximation of an element f � B with regard to the
given system �dictionary	 D

�m�f�D	B 
� inf kf �
mX
j��

cjgjkB �m � �� �� � � � � ���f�D	B 
� kfkB �

where inf is taken over elements gj � D and coe�cients cj � j � �� � � � �m� The
quantity �m�f�D	B gives the best possible error of approximation of f by a linear
combination of m elements from the given dictionary D� The fundamental question
in this study is how to construct an algorithm which provides an error of approx�
imation of f comparable with �m�f�D	B � The answer to this question in some
particular cases is simple� For instance if B � H is a Hilbert space� and D is an
orthonormal basis then the Pure Greedy Algorithm which picks the m biggest in
absolute value Fourier coe�cients of f with regard to D realizes the best m�term
approximation� In the paper 
T�� we studied the performance of Pure Greedy Al�
gorithm with regard to the trigonometric system T 
� fei�k�x�gk�Zd in the Banach
spaces Lp�T

d	� � � p � �� We proved there the inequality for approximation of
individual function

kf �Gm�f� T 	kp � �� � �mh�p�	�m�f� T 	p � � � p � ��

where h�p	 
� j��� � ��pj� This inequality is sharp �in the sense of order	 and can
be extended to other orthonormal uniformly bounded bases� We note here that the
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����� and
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use of Pure Greedy Algorithm Gm for approximation in Lp seems reasonable in the
case of uniformly bounded basis f�jg because in this case we have

��M � k�jk� � k�jkp � k�jk� �M�

This means that Lp�norm of each summand hf� �ji�j is of order of jhf� �jij�
In this paper we consider another important class of bases� A typical represen�

tative of this class is the Haar basis H 
� fHIgI � where I are dyadic intervals of
the form I � 
�j � �	��n� j��n	� j � �� � � � � �n�n � �� �� � � � and I � 
�� �� with

H������x	 � � for x � 
�� �	 �

H��j�����n�j��n� �

���
��

�n��� x � 
�j � �	��n� �j � ���	��n	

��n��� x � 
�j � ���	��n� j��n	

�� otherwise�

For the Haar basis H we de�ne for each � � p � � the Greedy Algorithm Gp

which acts as follows� Denote

cI�f	 
� hf�HIi �

Z �

�

f�x	HI�x	dx �

and
cI�f� p	 
� kcI�f	HIkp �

Let � be a set of m dyadic intervals I for which cI�f� p	 take the biggest values�
We set

Gp
m�f�H	 
�

X
I��

cI�f	HI �

Remark ���� There is an algorithm which for any f � Lp gives an I with the

biggest kcI�f	HIkp after �nite number of steps provided we can calculate each cI�f	
and the Lp�norm of a function in �nite number of steps�

We describe this algorithm now� Let f �� �� We �nd a nonzero coe�cient cJ �f	
and denote � 
� jcJ �f	j� Next� we �nd n such that

kf �
X

jIj���n

cI�f	HIkp � ��

This guarantees that for all jIj � ��n we have kcI�f	HIkp � � and� therefore� we
can restrict our search for the biggest kcI�f	HIkp to the �nite number of I with
jIj � ��n�

In Section � we prove that for any � � p �� we have for f � Lp

kf �Gp
m�f�H	kp � C�p	�m�f�H	p �

This means that the Greedy Algorithm Gp
m realizes near best m�term approxima�

tion� We also prove that the same inequality holds for bases equivalent to the Haar
basis�
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In Section � we study the following general problem in one special case� Assume
we have two dictionaries D� and D� in B and want to compare their e�ciency form�
term approximation� Let us introduce the following quasinorm in B for � � � ��
and � � � � �

jf ��� ��D� Bj 
� �kfk� �
�X
n��

���n��n�f�D	B	
�	��� �

We call two dictionaries D� andD� ��� �	�equivalent if for any f � B the quasinorms
jf ��� ��D� � Bj and jf ��� ��D� � Bj are equivalent� In particular� ����	�equivalence
means that

�m�f�D�	B � m��

if and only if
�m�f�D�	B � m���

We discuss in Section � one concrete pair of dictionaries
 D� � 	 
� fjJ j����	J � J �

�� ��g � the set of all characteristic functions of intervals �normalized in L�	� and
D� � H � the Haar basis� It is clear that

����	 �m�f�H	p � ��m�f� 		p�

We prove that these two dictionaries are ��� �	�equivalent for any � and ��
We note that �m�f� 		p is closely related to approximation by splines with free

knots� This is based on the following simple remark�

Remark ���� For any set of intervals J�� � � � � Jm in 
�� �� there exists a set of

disjoint intervals Jd� � � � � � J
d
�m	�� �

�m	�
j�� Jdj � 
�� ��� such that any function f of the

form

f �
mX
i��

ci	Ji

can be rewritten in the form

f �
�m	�X
j��

bj	Jdj �

The proof of this remark can be carried over by induction on m�
Combining known results about approximation by splines with free knots �see


DL�� Ch� ��� s� �� p� ���	 and known results on m�term Haar approximation
and using Remark ��� we get that the dictionaries 	 and H are ��� �� � ��p	��	�
equivalent� � � � � ��

�� Greedy Algorithms for bases equivalent to the Haar basis

Let � 
� f
IgI be a basis in Lp
�� �� indexed by dyadic intervals I� We say that
� is Lp�equivalent to H if there exist two positive constants C��p	 and C��p	 such
that for any �nite set of coe�cients cI we have

����	 C��p	k
X
I

cIHIkp � k
X
I

cI
Ikp � C��p	k
X
I

cIHIkp�
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One can �nd a discussion and some results about bases Lp�equivalent to H in the
paper 
DKT��

For a given basis � we de�ne the Greedy Algorithm Gp�	��	 as follows� Let

f �
X
I

cI�f��	
I

and
cI�f� p��	 
� kcI�f��	
Ikp�

Then cI�f� p��	
 � as jIj 
 �� Denote �m a set of m dyadic intervals I such that

����	 min
I��m

cI�f� p��	 � max
J ���m

cJ �f� p��	�

We de�ne Gp�	��	 by formula

Gp
m�f��	 
�

X
I��m

cI�f��	
I �

Theorem ���� Let � � p � � and a basis � 
� f
IgI be Lp�equivalent to H�

Then for any f � Lp we have

kf �Gp
m�f��	kp � C�p	�m�f��	p�

Proof� Let us take a parameter � � t � � and consider the following greedy type
algorithm Gp�t with regard to the Haar system� Denote �m�t	 any set of m dyadic
intervals such that

����	 min
I��m�t�

cI�f� p	 � t max
J ���m�t�

cJ �f� p	�

and de�ne
Gp�t
m �f	 
�

X
I��m�t�

cI�f	HI �

For a given function f � Lp we de�ne

g�f	 
�
X
I

cI�f��	HI �

It is clear that g�f	 � Lp and

����	 �m�g�f	�H	p � C��p	
���m�f��	p�

Next� for any two intervals I � �m� J �� �m by the de�nition of �m we have

cI�f� p��	 � cJ �f� p��	�

Using ����	 we get from here

����	 kcI�g�f		HIkp � kcI�f��	HIkp � C��p	
��kcI�f��	
Ikp �

� C��p	
��cI�f� p��	 � C��p	

��cJ �f� p��	 �

� C��p	
��kcJ �f��	
Jkp � C��p	C��p	

��kcJ �g�f		HJkp�

This inequality implies that for anym we can �nd a set �m�t	� where t � C��p	C��p	
���

such that �m�t	 � �m and� therefore�

����	 kf �Gp
m�f��	kp � C��p	kg�f	�Gp�t

m �g�f		kp�

The relations ����	 and ����	 show that Theorem ��� will follow from Theorem ����
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Theorem ���� Let � � p �� and � � t � �� Then for any g � Lp we have

kg �Gp�t
m �g	kp � C�p� t	�m�g�H	p�

Proof� The Littlewood�Paley Theorem for the Haar system �see for instance 
KS�	
gives for � � p ��

����	 C
�p	k�
X
I

jcI�g	HI j
�	���kp � kgkp � C��p	k�

X
I

jcI�g	HI j
�	���kp�

We formulate �rst two simple corollaries from ����	 


����	 kgkp � C��p	�
X
I

kcI�g	HIk
p
p	

��p� � � p � ��

����	 kgkp � C
�p	�
X
I

kcI�g	HIk
�
p	

���� � � p ���

Analogs of these inequalities for the trigonometric system are known �see� for in�
stance� 
T��� p� ��	� The same proof gives ����	 and ����	�

The dual inequalities to ����	 and ����	 are

�����	 kgkp � C��p	�
X
I

kcI�g	HIk
�
p	

���� � � p � ��

�����	 kgkp � C��p	�
X
I

kcI�g	HIk
p
p	

��p� � � p ���

We proceed to the proof of Theorem ���� Let Tm be an m�term Haar polynomial
of best m�term approximation to g in Lp �for existence see 
D�	


Tm �
X
I��

aIHI � j�j � m�

For any �nite set Q of dyadic intervals we denote by SQ the projector

SQ�f	 
�
X
I�Q

cI�f	HI �

From ����	 we get

�����	 kg � S��g	kp � kg � Tm � S��g � Tm	kp � kId� S�kp�p�m�g�H	p �

C��p	C
�p	
���m�g�H	p�
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where Id denotes the identical operator� Further� we have

Gp�t
m �g	 � S�m�t��g	�

and

�����	 kg �Gp�t
m �g	kp � kg � S��g	kp � kS��g	� S�m�t��g	kp�

The �rst term in the right side of �����	 has been estimated in �����	� We estimate
now the second term� We represent it in the form

S��g	� S�m�t��g	 � S�n�m�t��g	� S�m�t�n��g	

and remark that similarly to �����	 we get

�����	 kS�m�t�n��g	kp � C��p	�m�g�H	p�

The key point of the proof of Theorem ��� is the estimate

�����	 kS�n�m�t��g	kp � C�p� t	kS�m�t�n��g	kp

which will be derived from the following two lemmas�

Lemma ���� Consider

f �
X
I�Q

cIHI � jQj � N�

Let � � p ��� Assume

�����	 kcIHIkp � �� I � Q�

Then

kfkp � C���p	N
��p�

Lemma ���� Consider

f �
X
I�Q

cIHI � jQj � N�

Let � � p � �� Assume

kcIHIkp � �� I � Q�

Then

kfkp � C���p	N
��p�

Proof of Lemma ���� We note that in the case � � p � � the statement of Lemma
��� follows from ����	� We will give a proof of this lemma for all � � p � �� We
have

kcIHIkp � jcI jjIj
��p���� �

The assumption �����	 implies

jcI j � jIj������p �

Next� we have

�����	 kfkp � k
X
I�Q

jcIHI jkp � k
X
I�Q

jIj���p	I�x	kp�

where 	I�x	 is a characteristic function of the interval I

	I�x	 �

�
�� x � I

�� x �� I�

In order to proceed further we need a lemma�
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Lemma ���� Let n� � n� � 	 	 	 � ns be integers and let Ej � 
�� �� be measurable

sets� j � �� � � � � s� Then for any � � q �� we have

Z �

�

�
sX

j��

�nj�q	Ej
�x		qdx � C���q	

sX
j��

�nj jEj j�

Proof� Denote

F �x	 
�
sX

j��

�nj�q	Ej
�x	

and estimate it on the sets

E�l 
� El n �
s
k�l	�Ek� l � �� � � � � s � �� E�s 
� Es�

We have for x � E�l

F �x	 �
lX

j��

�nj�q � C�q	�nl�q �

Therefore�

Z �

�

F �x	qdx � C�q	q
sX

l��

�nl jE�l j � C�q	q
sX

l��

�nl jElj�

what proves the lemma�

We return to the proof of Lemma ���� Denote by n� � n� � 	 	 	 � ns all integers
such that there is I � Q with jIj � ��nj � Introduce the sets

Ej 
� �I�Q�jIj���nj I�

Then the number N of elements in Q can be written in the form

�����	 N �
sX

j��

jEj j�
nj �

Using these notations the right hand side of �����	 can be rewritten as

Y 
� �

Z �

�

�
sX

j��

�nj�p	Ej
�x		pdx	��p�

Applying Lemma ��� with q � p we get

kfkp � Y � C�
�p	�

sX
j��

jEj j�
nj 	��p � C�
�p	N

��p�

On the last step we used �����	� Lemma ��� is proved now�
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Proof of Lemma ���� We derive Lemma ��� from Lemma ���� De�ne

u 
�
X
I�Q

�cI jcI j
��jIj��p����HI �

where the bar means complex conjugate number� Then for p� � p
p�� we have

k�cI jcI j
��jIj��p����HIkp� � �

and by Lemma ���

�����	 kukp� � C���p	N
��p� �

Consider hf� ui� We have on one hand

�����	 hf� ui �
X
I�Q

jcI jjIj
��p���� �

X
I�Q

kcIHIkp � N�

on the other hand

�����	 hf� ui � kfkpkukp� �

Combining �����	 � �����	 we get the statement of Lemma ����

We complete now the proof of Theorem ���� It remained to prove the inequality
�����	� Denote

A 
� max
I��n�m�t�

kcI�g	HIkp�

and
B 
� min

I��m�t�n�
kcI�g	HIkp�

Then by the de�nition of �m�t	 we have

�����	 B � tA�

Using Lemma ��� we get

�����	 kS�n�m�t��g	kp � AC���p	j� n �m�t	j
��p � t��BC���p	j� n �m�t	j

��p�

Using Lemma ��� we get

�����	 kS�m�t�n��g	kp � BC���p	j�m�t	 n �j
��p�

Taking into account that j�m�t	 n �j � j� n �m�t	j we get from �����	 and �����	
the relation �����	�

The proof of Theorem ��� is complete now�

We discuss now the multivariate analog of Theorem ���� There are several natural
generalizations of the Haar system to the d�dimentional case� We describe here that
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one for which the statement of Theorem ��� and its proof coincide with the one�
dimensional version� First of all we include in the system the constant function

H�����d�x	 � �� x � 
�� �	d�

Next we de�ne �d � � functions with support 
�� �	d� Take any combination of
intervals Q�� � � � � Qd where Qi � 
�� �� or Qi � 
�� �	 with at least one Qj � 
�� �	�
and de�ne for Q � Q� � 	 	 	 �Qd� x � �x�� � � � � xd	�

HQ�x	 
�
dY
i��

HQi
�xi	�

We shall also denote these functions by Hk
�����d�x	� k � �� � � � � �d � �� We de�ne

the basis of Haar functions with supports on dyadic cubes of the form

�����	 J � 
�j� � �	��n� j��
�n	� 	 	 	 � 
�jd � �	��n� jd�

�n	�

ji � �� � � � � �n� n � �� �� � � � �

For each dyadic cube of the form �����	 we de�ne �d � � basis functions

Hk
J �x	 
� �nd��Hk

�����d��
n�x� �j� � �� � � � � jd � �	��n		� k � �� � � � � �d � ��

We can also use another enumeration of these functions� Let Hk
�����d�x	 � HQ�x	

with

Q � Q� � 	 	 	 �Qd� Qi � 
�� �	� i � E� Qi � 
�� ��� i � f�� dg n E� E �� ��

Consider a dyadic interval I of the form

�����	 I � I� � 	 	 	 � Id� Ii � 
�ji � �	��n� ji�
�n	� i � E�

Ii � 
�ji � �	��n� ji�
�n�� i � f�� dg n E� E �� �

and de�ne HI�x	 
� Hk
J �x	� Denoting the set of dyadic intervals D as the set of

all dyadic cubes of the form �����	 amended by the cube 
�� ��d and denoting by H
the corresponding basis fHIgI�D we get the multivariate Haar system�

Remark ���� Theorem ��� holds for the multivariate Haar system H with the

constant C�p	 allowed to depend also on d�

We studied in this section approximation in Lp�
�� ��	 and made a remark about
approximation in Lp�
�� ��

d	� We can treat in the same way approximation in
Lp�R

d	�

Remark ���� Theorem ��� holds for approximation in Lp�R
d	�

Results on approximation of function classes using multivariate greedy algorithm
Gp
m�	��	 can be found in 
DJP��
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�� Comparison of two dictionaries

We begin this section by one result about approximation of functions from
A� �H� Lp� A	 by m�term Haar polynomials� Let � � � � �� we denote by
A� �H� Lp� A	 the set of functions f � Lp such that

����	 jf �A� �H� Lp	j 
� �
X
I

kcI�f	HIk
�
p	

��� � A�

It seems that the set of classes A� �H� Lp� A	 is a natural replacement for standard
H�older� Sobolev or Besov smoothness classes when we study nonlinear m�term ap�
proximation instead of linear approximation� This opinion is based on the following
two arguments� �	� The terms cIHI have the same weight in the de�nition of the
class A� �H� Lp� A	 for all I� �	� There are some results which describe the classes
of functions with a given decay of their best m�term approximation in terms of A�

classes� We illustrate this statement by a particular case of one well�known result
of Stechkin �see for instance 
DT�	� We have the equivalence

�X
m��

�
�m�f�H	�
�m� �	���

	� ��
 jf �A� �H� L�	j ���

Further results in this direction could be found in 
DJP�� In particular� the following
Theorem ��� can be derived from Theorem ��� in 
DJP�� We give here another proof
of Theorem ����

Theorem ���� Let � � � � p � � be given� There exists C��� p	 such that for

any m � N we have

�m�f�H	p � C��� p	m��p���� jf �A� �H� Lp	j�

Proof� We start with the case p � � �under the assumption � � �	� In this case
k 	 kp is a quasinorm� We use the Gp

m algorithm de�ned in Section �� Then

����	 kf �Gp
m�f�H	kpp �

Z �

�

j
X
I ���

cI�f	HI j
pdx �

X
I ���

kcI�f	HIk
p
p�

We use now the following simple and well�known lemma �see for instance 
T���
p���	�

Lemma ���� Let y� � y� � 	 	 	 � � and for some � � �

�X
k��

y�k � A� �

Then for any p � � we have

�
�X

k�m

ypk	
��p � Am��p���� �
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Using this lemma with yj 
� kcIj�f	HIjkp� where

kcI��f	HI�kp � kcI��f	HI�kp � � � �

we get from ����	 the required estimate�
In the case � � p � � we use the above arguments with ����	 replaced in accor�

dance with ����	 by

����	 kf �Gp
m�f�H	kp � C��p	�

X
I ���

kcI�f	HIk
p
p	

��p�

Let us proceed to the remaining case � � p ��� Our proof in this case will use
Lemma ���� We keep the above notation yj� j � �� �� � � � � Then we have

����	 A 
� jf �A� �H� Lp	j � �
�X
j��

y�j 	
��� �

In particular� this implies

����	 ym � Am���� �

Denote m� 
� m and denote by ml� l � �� �� � � � � the index such that

yml
� ym�

�l� yml	� � ym�
�l�

Then for ml�� � k � ml we have

����	 ym�
�l � yk � ym�

�l	��

De�ne Nl 
� ml �ml��� The relations ����	 and ����	 imply

����	
�X
l��

�ym�
�l	�Nl � A� �

Further� we have

����	 
 
� kf �Gp
m�f�H	kp � k

�X
j�m	�

cIj �f	HIjkp �
�X
l��

kflkp

where we have denoted

fl 
�

mlX
j�ml��	�

cIj �f	HIj �

By Lemma ��� we get

kflkp � ym�
�l	�C���p	N

��p
l �
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From here and ����	 we obtain

����	 
 � �C���p	
�X
l��

ym�
�lN

��p
l � �C���p	

�X
l��

��ym�
�l	�Nl	

��p�ym�
�l	����p �

� C���� p	�
�X
l��

�ym�
�l	�Nl	

��py����pm �

Using ����	�����	 and ����	 we get from ����	


 � C���� p	Am
��p���� � C���� p	m

��p���� jf �A� �H� Lp	j�

what completes the proof of Theorem ����

We proceed now to studying approximation of linear combinations of characteris�
tic functions bym�term Haar polynomials� We introduce some notations convenient
for us� Denote for any interval J

UJ 
� jJ j����	J

and for s � N

F �s� 		 
� ff 
 f �
sX

i��

biUJi � Ji � 
�� ��� i � �� � � � � sg�

Lemma ���� For any � � � � � � p � � there exists C��� p	 such that for

f � F �s� 		 we have

jf �A� �H� Lp	j � C��� p	s������pkfkp�

Proof� Consider �rst the Fourier�Haar expansion of UJ for some J � 
�� ��� For
each level k of Haar functions HI � jIj � ��k� at most two functions HI��J� and

HI��J� will have nonzero inner product with UJ � For these I
i�J	� i � �� �� we have

�����	 jhUJ � HIi�J�ij � min��
jJ j

jIi�J	j
	���� �

jIi�J	j

jJ j
	���	�

Thus we have for any j�j � ��� and � � �

�����	
X
I

�jcI�UJ 	j�jIj�jJ j	
� 	� � C��� � 	� �

Consider now

f �

sX
i��

biUJi �



��

Using Remark ��� we represent f in the form

f �
�s	�X
k��

akUJdk �

with disjoint Jd� � � � � � J
d
�s	�� Then

�����	 kfkpp �
�s	�X
k��

kakUJdk k
p
p �

�s	�X
k��

jak j
pjJdk j

��p���

Take any � � � � � and estimate

�����	
X
I

kcI�f	HIk
�
p �
X
I

jcI�f	j
� jIj����p����� �

We have

jcI�f	j
� � j

�s	�X
k��

akcI�UJd
k
	j� �

�s	�X
k��

jakj
� jcI�UJd

k
	j� �

From here and �����	 we get

X
I

kcI�f	HIk
�
p �

�s	�X
k��

jakj
�
X
I

jcI�UJdk 	j
� jIj����p����� �

�s	�X
k��

�jakjjJ
d
k j

��p����	�
X
I

�jcI�UJdk 	j�
jIj

jJdk j
	��p����	� �

Using �����	 with � � ��p � ��� we continue

� C���� p	
�
�s	�X
k��

�jakjjJ
d
k j

��p����	� �

C���� p	
� ��s� �	����p�

�s	�X
k��

�jakjjJ
d
k j

��p����	p	��p � C���� p	
� ��s� �	����pkfk�p �

what completes the proof of Lemma ����
We use Lemma ��� and Theorem ��� to prove an upper estimate for �m�f�H	p

in terms of �n�f� 		p�

Theorem ���� For any � � p �� and r � � there exist positive C�C�p	� C�p� r	
and ��p	 such that for any n � �� �� � � � � we have

�C�n �f�H	p � C�p� r	
nX

k��

��k �f� 		p�
�r�n�k� � C�p	kfkp�

���p��n�� �
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Proof� Let � � � be an arbitrary number and let tk� k � �� �� � � � � n� be a ��best
�k�term approximation of f with regard to 	 in the Lp�norm


kf � tkkp � min���k �f� 		p � �� kfkp	�

We represent f in the form

�����	 f � f � tn � tn � tn�� � 	 	 	 � t� � t� � t��

We have

�����	 kf � tnkp � ��n�f� 		p � ��

and

�����	 ktk � tk��kp � ���k���f� 		p � �� � k � �� �� � � � � n�

For t� we have

�����	 kt�kp � �kfkp�

For m � m� �m� � 	 	 	 �mn we get from the representation �����	

�����	 �m�f�H	p � kf � tnkp �
nX

k��

�mk
�tk � tk���H	p � �m�

�t��H	p�

We choose now mk 
� 
��n	k����� Then

m �
nX

k��

mk � C�n�

Next�
tk � tk�� � F ��k � �k��� 		�

Using Lemma ��� and Theorem ��� with � � ��r � ��p	�� we get

�����	 �mk
�tk � tk���H	p � C�r� p	�

�k

mk
	�rktk � tk��kp �

C�r� p	���n�k����k���f� 		p � �	�

At the last step we used the de�nition of mk and �����	�
Let us consider now �m�

�t��H	p� We estimate �rst ��l�UJ �H	p� Using �����	 we
get

�����	 ��l�UJ �H	p �
X

jIj�jJj��l

kcI�UJ 	HIkp �
X

jIj�jJj�l

kcI�UJ 	HIkp �

� C�p	jJ j��p������l�����j��p����j��

Next� t� � aUJ and by �����	

jaj � �kfkpjJ j
������p �

From here and �����	 with l 
� 
�n����� and ��p	 
� ���� � j��p � ���j	�� we get

�����	 �m�
�t��H	p � C�p	����p��

n��

�

Combining �����	� �����	 and �����	 we complete the proof of Theorem ����



��

Theorem ���� For any � � �� � � � � � we have for f � Lp

C���� �� p	jf ��� �� 	� Lp j � jf ��� ��H� Lpj � C���� �� p	jf ��� �� 	� Lp j�

Proof� The �rst inequality follows from Theorem ��� and Lemma ��� and the second
inequality follows from ����	 �

Lemma ���� Let two sequences fang�n�� and fbkg�k�� of nonnegative numbers sat�

isfy the inequalities

an �
nX

k��

bk�
r�k�n�� n � �� �� � � � �

with some r � �� Then for any � � � � r and � � � � � we have

�
�X
n��

���nan	
�	��� � C��� �� r	�

�X
k��

���kbk	
�	��� �

Proof� Consider �rst the case � � � � �� We have

a�n �
nX

k��

b�k�
�r�k�n�

and
�X
n��

���nan	
� �

�X
n��

����r��n
nX

k��

b�k�
�rk �

�
�X
k��

b�k�
�rk

�X
n�k

����r��n � C��� r	
�X
k��

b�k�
��k�

Let us proceed now to the case � � � ��� Take � 
� �r��	�� and estimate using
the H�older inequality

an � C��	�
nX

k��

�bk�
�r����k�n�	�	���

Similarly to the above we get the required inequality�
It remains to consider � ��� Let bk � ���k� k � �� �� � � � � then

an �
nX

k��

���k	r�k�n� � C�r � �	���n� n � �� �� � � � �

This completes the proof of Lemma ��� and Theorem ����
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