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NONLINEAR m�TERM APPROXIMATION

WITH REGARD TO THE MULTIVARIATE HAAR SYSTEM�

V�N� Temlyakov

Department of Mathematics� University of South Carolina� Columbia� SC �����

Abstract� We study e�ciency of Lp�greedy algorithm with regard to a multi�

variate system which is equivalent to the multivariate Haar system� In a place of
multivariate Haar system we take the corresponding tensor product of univariate
Haar systems� We prove that for � � p � � the Lp�greedy algorithm Gp provides

an error of m�term approximation of any function in Lp such that it is at most

C�p� d��logm�d times bigger than the best m�term approximation of that function�

We also prove that in the case p � � or p � � e�ciency of Gp is not as good as
in the case � � p � �� Namely� the extra factor jumps from �logm�d in the case

� � p �� to m in the case p � ����

�� Introduction

This paper is a follow up to the paper �T��� We recall the most important
notations from �T�� and formulate one result from �T�� which is a starting point
for this paper� Denote the univariate Haar system by H 	
 fHIgI � where I are
dyadic intervals of the form I 
 ��j � ����n� j��n�� j 
 �� � � � � �n
 n 
 �� �� � � �
and I 
 ��� �� with

H������x� 
 � for x � ��� �� �

H��j�����n�j��n� 


���
��

�n��� x � ��j � ����n� �j � ������n�

��n��� x � ��j � ������n� j��n�

�� otherwise�

Consider the multivariate Haar basis Hd 	
 H�� � ��H which consists of functions

HI�x� 

dY

j��

HIj �xj�� I 
 I� � � � � � Id� x 
 �x�� � � � � xd��

For the Haar basis Hd we de�ne for each � � p � � the Greedy Algorithm Gp

which acts as follows� Denote

fI 	
 hf�HIi 


Z
�����d

f�x�HI�x�dx �
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Let � be a set of m dyadic intervals I for which kfIHIkp take the biggest values�
We set

Gp
m�f�H

d� 	

X
I��

fIHI �

In order to get an idea about e�ciency of Greedy Algorithm Gp we compare
the error of its approximation kf � Gp

m�f�H
d�kp with the best possible error of

approximation by a linear combination of m Haar functions� Denote

����� �m�f�H
d�p 	
 inf kf �

X
I��m

cIHIkp� m 
 �� �� � � � �

where inf is taken over coe�cients cI and sets �m of dyadic intervals of cardinality
��m 
 m�

It was proved in �T�� that for any � � p �� we have for f � Lp

����� kf �Gp
m�f�H�kp � C�p��m�f�H�p �

What means that the Greedy Algorithm Gp realizes near best m�term approxima�
tion� In this paper we study e�ciency of Greedy Algorithm Gp with regard to
multivariate Haar system Hd� A simple example suggested by R� Hochmuth �see
Section �� shows that we do not have the relation ����� for Hd� d � �� anymore
and

����� em�G
p�Hd� 	
 sup

f�Lp

�kf �Gp
m�f�H

d�kp��m�f�H
d�p� �

C�p� d��logm�j������pj�d����

for � � p ���
In Section � we use one general inequality to prove that

em�G
p�Hd� � C�p� d��logm�d�

This inequality shows that e�ciency of Gp with regard to Hd is not far from the
optimal�

An interesting open question here is the following� What is the correct order of
the quantity em�G

p�Hd��

Conjecture� For � � p �� we have

����� em�G
p�Hd� � �logm�j������pj�d����

The lower estimate in ����� follows from ����� what means we need to prove the
complimentary upper bound in ����� in order to prove the conjecture� In Section �
we prove the conjecture in the case d 
 � and ��� � p � ��

Similarly to �T�� we prove our results in a more general setting	 for a system
� Lp�equivalent to Hd and for Greedy Algorithm Gp replaced by t�thresholding
Greedy Algorithm Gp�t� For details see Sections � and ��






In Section � we illustrate how the inequality ����� and some other results from
�T�� can be used for proving direct and inverse theorems in m�term approximation�
We prove two lemmas �see Lemmas ��� and ���� which establish the inequalities
between the errors �n�f�p of best m�term approximation and the nonincreasing re�
arragement of fkfIHIkpg� These lemmas allow us to reduce the problem of studying
approximation errors to the problem of comparing two decreasing sequences� We
use standard technique to derive from these lemmas some new and also some known
results on direct and inverse theorems�

In Section � we consider the case p 
 � or p 
 � and prove that e�ciency of
greedy algorithms Gp is not good in this case� Namely� we prove that

em�G
p�Hd�p � m� p 
 ����

�� Efficiency of multivariate Greedy Algorithm

Let � 	
 f�IgI be a basis in Lp���� ��
d� indexed by dyadic intervals I� We say

that � is Lp�equivalent to Hd if there exist two positive constants C��p� d� and
C��p� d� such that for any �nite set of coe�cients cI we have

����� C��p� d�k
X
I

cIHIkp � k
X
I

cI�Ikp � C��p� d�k
X
I

cIHIkp�

For a given basis � and � � t � � we de�ne the t�thresholding Greedy Algorithm
Gp�t����� as follows� Let

f 

X
I

cI�f����I

and

cI�f� p��� 	
 kcI�f����Ikp�

Then cI�f� p��� � � as jIj � �� Denote �m�t� a set of m dyadic intervals I such
that

����� min
I��m�t�

cI�f� p��� � t max
J ���m�t�

cJ �f� p����

We de�ne Gp�t����� by formula

Gp�t
m �f��� 	


X
I��m�t�

cI�f����I �

Denote

����� em�G
p�t��� 	
 sup

f�Lp

�kf �Gp�t
m �f���kp��m�f���p��

where �m�f���p is the best m�term approximation of f with regard to � which is
de�ned similarly to ������

�



Theorem ���� Let � � p � � and a basis � be Lp�equivalent to Hd� Then there
exist two positive constants C�p� d� and c�p� d� such that

em�G
p�t��� � C�p� d� sup

Gp�� ���tc�p�d�

em�G
p�� �Hd��

Proof� This proof repeats the arguments in the proof of Theorem ��� from �T���
For a given function f � Lp we de�ne

g�f� 	

X
I

cI�f���HI �

It is clear that g�f� � Lp and

����� �m�g�f��H
d�p � C��p� d�

���m�f���p�

Next� for any two intervals I � �m�t�� J �� �m�t� by the de�nition of �m�t� we
have

cI�f� p��� � tcJ �f� p����

Using ����� we get from here

����� kg�f�IHIkp 
 kcI�f���HIkp � C��p� d�
��kcI�f����Ikp 



 C��p� d�
��cI�f� p��� � tC��p� d�

��cJ �f� p��� 



 tC��p� d�
��kcJ �f����Jkp � tC��p� d�C��p� d�

��kg�f�JHJkp�

This inequality implies that choosing c�p� d� 	
 C��p� d�C��p� d�
�� we have for any

m that for I � �m�t� and J �� �m�t�

kg�f�IHIkp � tc�p� d�kg�f�JHJkp�

and� therefore�

����� kf �Gp�t
m �f���kp � C��p� d� sup

Gp�� ���tc�p�d�

kg�f��Gp��
m �g�f��Hd�kp�

The relations ����� and ����� imply Theorem ����

Theorem ���� Let � � p �� and � � t � �� Then for any f � Lp we have

kf �Gp�t
m �f�Hd�kp � C�p� t� d��logm�d�m�f�H

d�p�

Proof� Denote

g��p 	

X
I��

jIj������pHI

and
��m� p� d� 	
 sup

k�m
�sup

�
kg��pkp� inf

�
kg��pkp�

where sup and inf are taken over all sets � of dyadic intervals I with the same
cardinality �� 
 k� We prove �rst the following inequality�






Lemma ���� Let � � p �� and � � t � �� Then for any f � Lp we have

kf �Gp�t
m �f�Hd�kp � C�p� t� d���m� p� d��m�f�H

d�p�

Proof� Let Tm be the m�term Haar polynomial of best m�term approximation to f
in Lp �for existence see �D��	

Tm 

X
I��

aIHI � �� 
 m�

For any �nite set Q of dyadic intervals we denote by SQ the projector

SQ�f� 	

X
I�Q

fIHI �

The Littlewood�Paley Theorem for Haar system �see for instance �KS�� gives for
� � p ��

����� C	�p� d�k�
X
I

jfIHI j
�����kp � kfkp � C
�p� d�k�

X
I

jfIHI j
�����kp�

From ����� we get

����� kf � S��f�kp 
 kf � Tm � S��f � Tm�kp � kId� S�kp�p�m�f�H
d�p �

C
�p� d�C	�p� d�
���m�f�H

d�p�

where Id denotes the identical operator� Further� we have

Gp�t
m �f� 
 S�m�t��f��

and

����� kf �Gp�t
m �f�kp � kf � S��f�kp � kS��f�� S�m�t��f�kp�

The �rst term in the right side of ����� has been estimated in ������ We estimate
now the second term� We represent it in the form

S��f�� S�m�t��f� 
 S�n�m�t��f�� S�m�t�n��f�

and remark that similarly to ����� we get

������ kS�m�t�n��f�kp � C��p� d��m�f�H
d�p�

We estimate now kS�n�m�t��f�kp and prove that

������ kS�n�m�t��f�kp � C�p� t� d���m� p� d�kS�m�t�n��f�kp�

�



Denote
A 	
 max

I��n�m�t�
kfIHIkp�

and
B 	
 min

I��m�t�n�
kfIHIkp�

Then by the de�nition of �m�t� we have

������ B � tA�

Using the Littlewood�Paley inequality ����� we get on one hand

������ kS�n�m�t��f�kp 	 Akg�n�m�t��pkp

and on the other hand

������ kS�m�t�n��f�kp 
 Bkg�m�t�n��pkp�

with the constants depending on p and d� Using ������ we obtain ������ from ������
and �������

Theorem ��� follows from Lemma ��� and the following Lemma ����

Lemma ���� For any �� �� 
 m� we have for

g��p 	

X
I��

jIj������pHI

the inequalities

������ m��p 	 kg��pkp 	 m��p�logm�d� � � p ��


������ m��p�logm��d 	 kg��pkp 	 m��p� � � p � �


with constants depending on p and d�

Proof� The following two simple corollaries of the Littlewood�Paley Theorem are
well known

������ kfkp � C��p� d��
X
I

kfIHIk
p
p�

��p� � � p � ��

������ kfkp � C
�p� d��
X
I

kfIHIk
p
p�

��p� � � p ���

These inequalities imply the lower estimate in ������ and the upper estimate in
������� We prove now the upper estimate in ������ and then by duality arguments
derive from it the lower estimate in ������� This proof is based on one embedding

	



type inequality� In order to formulate it we introduce some notations� For a given
l denote Dl the set of dyadic intervals of length ��l� i�e��

Dl 	
 fI 
 ��j � ����l� j��l�� j 
 �� � � � � �lg� l � �� D� 	
 f��� ��� ��� ��g�

For a vector s 
 �s�� � � � � sd�� where s�� � � � � sd are nonnegative integers� denote

Ps 	
 fI 
 I� � � � � � Id� Ij � Dsj � j 
 �� � � � � dg�

Let f � Lp���� ��
d�� denote

�s�f� 	

X
I�Ps

fIHI �

The following inequality is known �see �T��� Lemma ����� Let � � q � p ��
 then
for f � Lq���� ��

d� we have

������ kfkp � C�q� p� d��
X
s

�k�s�f�kq�
���q���p�ksk� �p���p�

We will also need an upper bound on the constant C�q� p� d� in this inequality�
Examining the proof of inequality ������ �see �T��� pp������� we get

������ C�q� p� d� � C�d����q � ��p��d�

Now we are in the position to prove the upper estimate in ������� Let � � p � �
and

g��p 

X
I��

jIj������pHI � �� 
 m�

Denote
�s 	
 � � Ps� ns 	
 ��s�

Then X
s

ns 
 m�

Next� for any s and q we have

������ k
X
I��s

jIj������pHIkq 
 n��qs �ksk����p���q��

Using ������ and ������ with q � p we obtain

kg��pkp � C�q� p� d��
X
s

np�qs ���p � C�q� p� d�m��q���pm��p�

Taking into account ������ and specifying q as ��q � ��p 
 �lnm��� we get

kg��pkp � C�d��lnm�dm��p�

what completes the proof of upper estimate in �������
The lower estimate in ������ follows from the upper estimate in ������ which has

been proved and the inequality

m 


Z
�����d

g��pg��p� � kg��pkpkg��p�kp� �

Theorem ��� is proved now�

�



Proof of Conjecture in the case d 
 � and ��� � p � �

The upper estimate

em�G
p�H��	 �logm�j������pj

for ��� � p � � follows from Lemma ��� and the following Lemma ����

Lemma ���� Let ��� � p � � and d 
 �� For any �� �� 
 m we have

����� m��p 	 kg��pkp 	 m��p�logm�������p� � � p � �


����� m��p�logm�������p 	 kg��pkp 	 m��p� ��� � p � ��

Proof� We prove only the upper estimate in ����� and remark that it implies the
lower estimate in ����� in the same way as in the proof of Lemma ����

We consider �rst the case p 
 �� Let

g��
 

X
I��

jIj��
HI � �� 
 m�

Denote as above �s 	
 � � Ps� ns 	
 ��s and As 	
 �I��sI� Then

X
I��s

�jIj��
HI�
� 
 �ksk����As

�

where �A is a characteristic function of a set A� By the Littlewood�Paley Theorem
we have

����� kg��
k



 	

Z
������

�
X
I��

�jIj��
HI�
���dx 


Z
������

�
X
s

�ksk����As
��dx 


Z
������

X
s

X
s�

�ksk����As
�ks

�k����As�
dx�

Denote

Js�s� 	


Z
������

�As
�As�

dx�

Then we get from �����

����� kg��
k



 	

X
s

X
s�

��ksk��ks
�k����Js�s� �

Let us estimate Js�s� � It is obvious that

����� Js�s� � minfmesAs�mesAs�g 
 minfns�
�ksk� � ns��

�ks�k�g�

�



Next for any I � �s and I � � �s� we have

mes I � I � � ��max�s��s
�

�
��max�s��s

�

�
�

and therefore

����� Js�s� � nsns��
�max�s��s

�

�
��max�s��s

�

�
��

We estimate now
a�s� 	


X
s�

Js�s��
ks�k����

Denote ksk� 
 n� Then we have

a�s� 

X
k

�k��
X

ks�k��k

Js�s� 

X
k�n

�k��
X

ks�k��k

Js�s��
X
k�n

�k��
X

ks�k��k

Js�s� 
	 a��s��a��s��

For s and s� such that ksk� 
 n� ks�k� 
 k we have

max�s�� s
�
�� � max�s�� s

�
�� � min�n� k� � js� � s��j�

For �xed s with ksk� 
 n introduce the notations

V �s� 	
 fs� 	 ks�k� 
 k
 js�� � s�j � jk � nj� logmg�

U�s� 	
 fs� 	 ks�k� 
 kg n V �s��

We estimate a��s� now� Let k � n� Then we have

X
ks�k��k

Js�s� �
X

ks�k��k

minfnsns��
�k�js��s

�

�j� ns�
�ng �

X
s��V �s�

ns�
�n � ns

X
s��U�s�

m��k�js��s
�

�j 	 �n� k � logm�ns�
�n � ns�

�n

and therefore

a��s�	
X
k�n

�k��
X

ks�k��k

Js�s� 	 ns�
�n�� logm 
 ns�

�ksk��� logm�

Hence

�����
X
s

a��s��
ksk��� 	 m logm�

We proceed to estimating a��s� now� We have k � n and

X
ks�k��k

Js�s� �
X

ks�k��k

minfnsns��
�n�js��s

�

�j� ns��
�kg �

�



X
s��V �s�

ns��
�k � ns

X
s��U�s�

m��n�js��s
�

�
j 	

��k
X

s��V �s�

ns� � ns�
�k�

Therefore
a��s�	

X
k�n

��k��ns �
X
k�n

��k��
X

s��V �s�

ns�

and

�����
X
s

�ksk���a��s�	
X
s

ns �
X
n

�n��
X
k�n

��k��
X

ksk��n

X
s��V �s�

ns� 	

m�
X
n

�n��
X
k�n

��k��
X

ks�k��k

ns��k � n� logm��

Introducing the notation Nk 	

P
ksk��k

ns we get from �����X
s

�ksk���a��s�	 m�
X
k

��k��
X
n�k

�n���k � n� logm�Nk 	 m logm�

This completes the proof in the case p 
 ��
Let now � � p � �� By Littlewood�Paley Theorem we have

A 	
 kg��pkp 	 k�
X
s

X
I��s

��ksk��p�I�
���kp 
 �

Z
������

�
X
s

��ksk��p�As
�p��dx���p�

Using the H�older inequality with ��q 
 ��p� � we get

�����
X
s

��ksk��p�As
� �
X
s

�ksk��As
�
�p���

X
s

�ksk����As
���
�p�

Denote
hp 	


X
s

��ksk��p�As
�

Using ����� and applying the H�older inequality with ��q 
 �� p�� we get

������ Ap 	

Z
������

hp��p dx �

Z
������

h
��p��
� hp��
 dx

� �

Z
������

h�dx�
��p���

Z
������

h�
dx�
�p������

Next� Z
������

h� 
 m�

and by the above considered case p 
 �Z
������

h�
dx	 m logm�

Therefore we have from ������

Ap 	 m�logm�p�����

This completes the proof in the case � � p � ��

��



�� The lower estimate in Conjecture

We will give here an example which provides the estimate ������ As we mentioned
in Introduction this example was constructed by R� Hochmuth� For each n � N we
de�ne two sets A and B of dyadic intervals I as follows

A 	
 fI 	 mes I 
 ��ng


B 	
 fI 	 I �� A�
I �
 I �we haveI � I � 
 �
 �B 
 �Ag�

Let � � p �� be given� Denote m 
 �A and consider

f 
 gA�p � �gB�p

where g��p is de�ned in Section � �see for instance Lemma ����� Then we have on
one hand

Gp
m�f�H

d� 
 �gB�p

and

����� kf �Gp
m�f�H

dkp 
 kgA�pkp 
 m��p�logm��������p��d����

On the other hand we have

����� �m�f�H
d�p � k�gB�pkp 	 m��p�

The relations ����� and ����� imply the required lower estimate in the case � � p �
�� The remaining case � � p � � can be handled in the same way considering the
function f 
 �gA�p � gB�p�

�� Some direct and inverse theorems in m�term approximation

In this Section we prove necessary and su�cient conditions for f to have a
prescribed decay of f�n�f���pg� These conditions are formulated in terms of
kcI�f����Ikp� what is convenient in numerical applications� We formulate a gen�
eral statement and then consider several important particular examples of rate of
decrease of f�n�f���pg� We use a method which is based on results from �T���
The same method can be used for approximation in the multivariate case of tensor
product of univariate bases� for instance� in the case of Hd� The necessary and
su�cient conditions are also can be given in terms of kcI�f����Ikp but to the con�
trary to the one�dimensional case or to the case of multivariate wavelet bases with
isotropic supports these conditions do not coincide� In this case instead of results
from �T�� one is supposed to use results from Sections � and � of this paper� We
give a presentation of results in this section in terms of Haar basis keeping in mind
that all results hold for any system � Lp�equivalent to H�

We begin by introducing some notations� For a monotonically decreasing to
zero sequence E 
 f	kg

�
k�� of positive numbers �we write E � MDP � we de�ne

inductively a sequence fNsg�s�� of nonnegative integers	
�����

N� 
 �
 Ns�� is the smallest satisfying 	Ns��
�

�

�
	Ns


 ns 	
 Ns�� �Ns�

We are going to consider the following examples of sequences�

��



Example A� Take 	� 
 � and 	k 
 k�r� r 
 �� k 
 �� �� � � � � Then

Ns�� 
 ����rNs� � � and ns 
 ����rNs� � ��Ns�

What implies

Ns � �s�r and ns � �s�r�

Example B� Fix � � b � � and take 	k 
 ��k
b

� k 
 �� �� �� � � � � Then

Ns 
 s��b �O��� and ns � s��b���

Let f � Lp� Rearrange the sequence kfIHIkp in decreasing order

kfI�HI�kp � kfI�HI�kp � � � �

and denote

ak�f� p� 	
 kfIkHIkkp�

We prove now some inequalities for an�f� p� and �m�f�H�p� In this section we use
brief notation �m�f�p 	
 �m�f�H�p and ���f�p 	
 kfkp�

Lemma ���� For any two positive integers N � M we have

aM �f� p� � C�p��N �f�p�M �N����p�

Proof� By Theorem ��� from �T�� we have for all m

kf �Gp
m�f�H�kp � C�p��m�f�p�

From here and de�nition of Gp
m we get

����� J 	
 k
MX

k�N��

fIkHIkkp � C�p���N �f�p � �M �f�p��

Next� we have for k � �N�M �

kfIkHIkkp � kfIMHIMkp 
 aM �f� p�

and by Lemma ��� from �T�� we get from here

����� aM �f� p��M �N���p � C�p�J�

Relations ����� and ����� imply the conclusion of Lemma ����

�




Lemma ���� For any sequence m� � m� � m� � � � � of nonnegative integers we
have

�ms
�f�p � C�p�

�X
l�s

aml
�f� p��ml�� �ml�

��p�

Proof� We have

�ms
�f�p � k

X
k�ms

fIkHIkkp �
�X
l�s

k
X

k��ml�ml���

fIkHIkkp�

Using Lemma ��� from �T�� we get from here

�ms
�f�p �

�X
l�s

aml
�f� p��ml�� �ml�

��p

what proves the lemma�

Theorem ���� Assume a given sequence E �MDP satis�es the conditions

	Ns
� C��

�s� ns�� � C�ns� s 
 �� �� �� � � � �

Then we have the equivalence

�n�f�p 	 	n �� aNs
�f� p�	 ��sn���ps �

Proof� We prove �rst �� We use Lemma ��� with M 
 Ns�� and N 
 Ns

aNs��
�f� p� � C�p��Ns

�f�pn
���p
s � C�p���s���ns���C��

���p

what implies the statement of Theorem ��� in this direction�
We prove the inverse statement now �� Using Lemma ��� we get

�Ns
�f�p 	

�X
l�s

aNl
�f� p��Nl�� �Nl�

��p 	
�X
l�s

��l 	 ��s 	 	Ns

and for n � �Ns� Ns���

�n�f�p � �Ns
�f�p 	 	Ns

�f�p 	 ��s 	 	Ns��
�f�p � 	n�f�p�

Corollary ���� Theorem ��� applied to Examples A� B gives the following rela�
tions�

���A� �m�f�p 	 �m� ���r �� an�f� p� 	 n�r���p�

���B� �m�f�p 	 ��m
b

�� an�f� p�	 ��n
b

n�����b��p�

��



Remark ���� Making use of Lemmas ��� and ��� we can prove a version of Corol�
lary ��� with sing 	 replaced by ��

Theorem ��� and Corollary ��� are in spirit of classical Jackson�Bernstein di�
rect and inverse theorems in linear approximation theory� where conditions on the
corresponding sequences of approximating characteristics are imposed in the form

����� En�f�p 	 	n� or kEn�f�p�	nkl� ���

It is well known that in studying many questions of approximation theory it is
convenient to consider along with restriction ����� the following its generalization

����� kEn�f�p�	nklq ���

Lemmas ��� and ��� are also useful in considering this more general case� For
instance� in the particular case of Example A one gets the following statement�

Theorem ���� Let � � p � � and � � q � �� Then for any positive r we have
the equivalence relationX

m

�m�f�
q
pm

rq�� �� ��
X
n

an�f� p�
q
pn

rq���q�p ���

Proof� Using Lemma ��� with M 
 �s�� and N 
 �s we getX
s

a�s �f� p�
q
p�

s�rq���p� � C�p�
X
s

��s�f�
q
p�

srq

what proves the implication � in the theorem�
Using Lemma ��� with m� 
 � and ms 
 �s for s 
 �� �� � � � we getX

s

��s �f�
q
p�

srq � C�p�
X
s

�
X
l�s

a�l�f� p�p�
l�p�q�rqs �

C�p�
X
s

�rqs�
X
l�s

a�l�f� p�p�
l�r���p���lr�q �

by H�older inequality

C�p�
X
s

�
X
l�s

a�l�f� p�
q
p�

l�r���p�q�q � C�p�
X
l

a�l�f� p�
q
p�

l�r���p�q

what completes the proof of Theorem ����

Remark ���� The conditionX
n

an�f� p�
q
pn

rq���q�p ��

with q 
 � 	
 �r � ��p��� takes a very simple form

�����
X
n

an�f� p�
�
p 

X
I

kfIHIk
�
p ���

Rewriting
kfIHIkp 
 kfIHIk� jIj

��p���� 
 kfIHIk� jIj
�r

we get that the condition ���	
 is equivalent to f is in Besov space Br
� �L� ��

�




Corollary ���� Theorem ��� implies the following relation

X
m

�m�f�
�
pn

r��� �� �� f � Br
� �L� ��

where � 	
 �r � ��p����

The statement similar to Corollary ��� for free knots spline approximation was
proved by P� Petrushev �P�� Corollary ��� and further results in this direction can
be found in �DP� and �DJP�� We want to remark here that conditions in terms
of an�f� p� are convenient in applications� For instance� the relation ���A� can be
rewritten using the idea of thresholding� For a given f � Lp denote

T �	� 	
 �fak�f� p� 	 ak�f� p� � 	g�

Then ���A� is equivalent to

�m�f�p 	 �n� ���r �� T �	�	 	��r���p�
��

�

�� Efficiency of Greedy Algorithm in the cases p 
 � or p 
 �

In this section we consider approximation with regard to the Haar multivariate
system Hd� It turns out that e�ciency of greedy algorithms Gp� p 
 ���� drops
down dramatically comparing to the case � � p ���

Theorem ���� Let p 
 � or p 
�� Then we have

em�G
p�Hd� � m �

Proof� We �rst prove the upper estimates� Let

t� 

X
I��

cIHI

be a best m�term approximant to a given f � Lp� p 
 � or p 
� �for existence see
�D��� Denote �m a set of m dyadic intervals I for which kfIHIkp take the biggest
values� We need to estimate

� 	
 kf �Gp
m�f�H

d�kp 
 k
X
I ���m

fIHIkp �

We have

����� � 
 k
X
I ���

fIHI �
X

I��mn�

fIHI �
X

I��n�m

fIHIkp �

k
X
I ���

fIHIkp � k
X

I��mn�

fIHIkp � k
X

I��n�m

fIHIkp 
	 �� � �� � �	�

��



Let p� denote the dual to p �p� 
� if p 
 � and p� 
 � if p 
��� Then we have

����� j�f � t��I j � �m�f�H
d�pkHIkp� �

and for I �� � we get

����� jfI j � �m�f�H
d�pkHIkp� �

Next� by the de�nition of �m and by ����� we have

max
I��n�m

kfIHIkp � min
J��mn�

kfJHJkp � �m�f�H
d�p �

Therefore� for �i� i 
 �� � we get

����� �i � ��� n �m��m�f�H
d�p� i 
 �� ��

It remains to estimate ��� We have by �����

����� �� � kf � t�kp � k
X
I��

�f � t��IHIkp � �m�f�H
d�p ����m�f�H

d�p�

Combining ����������� and ����� we obtain

� � ��m� ���m�f�H
d�p �

We prove now the lower bounds� We consider the two cases p 
 � and p 
 �
separately� In both cases we construct an example for d 
 ��

Case �� p 
 �� Let m be given� Consider two functions f� and f�� Denote
Ik 	
 ��� ��k� and de�ne

f� 	

mX
k��

jIkj
����HIk �

It is easy to check that

f� 


�
�m�� � �� x � ��� ��m���

��� x � ���m��� �����

Let A be any set of m disjoint dyadic intervals J such that J � ��� ���� 
 �� Denote

f� 	

X
J�A

jJ j����HJ �

Consider m�term approximation in L� of the function f 
 �f� � f�� We have

����� �m�f�H�� � �kf�k� � ��

and

����� kf �G�
m�f�H�k� 
 kf�k� 
 m�

�	



Case �� p 
�� We use functions similar to those from the previous case� De�ne

g� 	

mX
k��

jIkj
���HIk

and
g� 	


X
J�A

jJ j���HJ �

Consider the function g 
 g� � �g�� Then

����� �m�g�H�� � �kg�k� 
 �

and

����� kg �G�m �g�H�k� 
 kg�k 
 m�

The relations ������ ����� and ������ ����� imply the lower estimates in Theorem
����
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